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Maximum likelihood estimation (MLE)
In this section, we introduce the parameters, transmission rates among age groups, and estimation process using the maximum likelihood estimation. To incorporate the history of infection and vaccination of individuals, we categorized the population into the following groups:  
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: infected hosts
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: uninfected and unvaccinated individuals

• [image: image6.png]Ay —pre



: uninfected and vaccinated before August 1, 2021
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: uninfected and vaccinated after August 1, 2021

In our likelihood estimation, we did not consider the breakthrough infection group because the available data did not contain the information whether a confirmed individual is vaccinated or not. Since we considered eight age groups (0 to 17, 18 to 29, 30 to 39, 40 to 49, 50 to 59, 60 to 69, 70 to 79, and over 80 years old), there are 32 subgroups for MLE. Individual case data, which was provided by the Korea Disease Control and Prevention Agency, contains the date of symptom onset and confirmation. We assumed that the individuals are infected 4 days before the date of symptom onset.1 If the data on the date of symptom onset was not available, we assumed that the individual was infected 8 days (2 days of latent period + 6 days of transmission period) before.2,3 Between two discrete time (a day), from time [image: image10.png]
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, there are two possibilities for a host in age group [image: image14.png]


: probability of being infected ([image: image16.png]P, (t)



), or not infected ([image: image18.png]P..(t)



). Assuming that there is a homogeneous mixing of infectors and infectees in the community and that the distribution of the infection event is exponential, then the probabilities are given by:
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Note that we estimated the number of infectors ([image: image22.png]I(t)



) by assuming that individuals can transmit the disease 2 days after they are infected until they have confirmation. To consider vaccination, we set that a vaccinated individual has partial vaccine effectiveness against infection ([image: image24.png]0.8 X e;



) for rounded value of [image: image26.png]1/ w;



 days, which is the average time to have vaccine-induced immunity considering secondary dose, and after [image: image28.png]1/ w;



 days, a vaccinated individual has full effectiveness against infection ([image: image30.png]


). Vaccine effectiveness against infection reduces the probability of being infected ([image: image32.png](1—-08xe;)xP(t)



 or [image: image34.png](1—e,) xP (D)
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 will be described in the next subsection. Likelihood consists of the probabilities of not being infected and infected. If a host is in [image: image40.png]
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 2 days before the host was infected and has [image: image44.png]


 a day before the host was infected and became infected. A host in the other groups only has [image: image46.png]


 until the final time of MLE. A more detailed explanation of MLE process can be found in a previous work.4 

The initial time of MLE is August 1, 2021, and the final time is set to December 31, 2021. During this period, the Delta variant was dominant. Therefore, the estimated matrix [image: image48.png]


 represents the transmission dynamics of the Delta variant. However, [image: image50.png]


 contains the effect of NPIs. Hence, the matrix is adjusted to exclude this effect so that we can incorporate NPIs as a separate parameter [image: image52.png]


 in the mathematical model. The adjusted matrix [image: image54.png]


 is calculated as [image: image56.png]My =My~
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 is the reproductive number calculated using [image: image60.png]
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 is the basic reproductive number of the Delta variant.5,6
Mathematical modeling of COVID-19 considering Delta and Omicron variants

The mathematical formulation of the model is as follows: 
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where [image: image81.png]


 indicates the reduction rate caused by NPIs. For example, ignoring other factors, if the basic reproductive number is 2 and [image: image83.png]


 is 0.7, then the effective reproductive number becomes [image: image85.png](1-07) x
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. We estimated the value of [image: image87.png]


 every week using least square curve fitting method, minimizing the difference of cumulative incidence comes from model ([image: image89.png][TxT:a(l, +12))dt



) and data. Model simulation time was from August 1, 2021 to February 2, 2022, because the testing policy has been changed since February 3, 2022.7 The parameter [image: image91.png]


 represents the number of overseas entrants cases from age group i who are not screened but entered the local community. Then using the population data of the age groups, [image: image93.png]


 is computed using ratio and proportion and using the formula [image: image95.png]40/38 = % 0. I}



, where 40/38 is the average daily number of overseas entrants cases (40 in total) across all ages from November 24 to December 31, 2021 (38 days). The model parameters are listed in Supplementary Tables 1 and 2. Note that there are three effectiveness of vaccine, against infection, transmission, and severity. Daily number of vaccine administration, [image: image97.png]v2(1
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, are obtained from data.8 In Korea, booster shots were administered to anyone who finished primary doses more than 90 days ago. That means, targets for the booster shot administration are waned after primary dose ([image: image101.png]


) and 2 weeks after primary dosed ([image: image103.png]v2;



). Therefore, to keep nonnegativity condition and prioritize waned hosts to be boostered, number of flows from [image: image105.png]


 and [image: image107.png]v2;



 to being boostered ([image: image109.png]
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, respectively.

Using the values reported in studies that vaccine effectiveness decreased from 87% in the first 2 months after the third dose to 66% 4 to 5 months after the third dose, and if vaccine effectiveness decays exponentially, we can infer that 1/300, which is the assumed value in this study, lies within the range of values for the waning rate of booster shot ([image: image115.png]Ty



).20
Bootstrapping

Bootstrapping is an accuracy test method based on the idea of randomized resampling.19 In this study, we applied this method to assess the uncertainty of the estimated parameter [image: image117.png]


. The bootstrapping was proceeded by generating the resampling data from a Poisson distribution with the mean (observed data) and implementing the least squares curve fitting method again. The number of the estimation (resampling) was 1,000.

Distributions of the re-estimates of [image: image119.png]


 on each phase (weekly from August 1, 2021) are displayed in Supplementary Fig. 1. Red triangles in each panel indicate the estimated value of [image: image121.png]


 by least squares curve fitting method. Supplementary Table 3 lists the 95% confidence intervals (CIs), standard deviations, mean values, and estimated values. Difference between bootstrapping results and estimated values can show the reliability of the estimation. All estimated values were within the 95% CIs.

Latin hypercube sampling (LHS)/partial rank correlation coefficient (PRCC) 

Parameters of a mathematical model affect a model output to different extents. The PRCC method combined with LHS technique is a reliable sensitivity analysis method when the input parameter and output have nonlinear but monotone relation. Detailed description for the method is in Blower and Dowlatabadi.20
We consider ten input parameters: [image: image123.png]


 (reduction rate caused by NPIs), [image: image125.png]1/



 (latent period), [image: image127.png]1/a



 (infectious period), [image: image129.png]


 (vaccine effectiveness), [image: image131.png]


 (waning rate after finishing primary vaccine), [image: image133.png]Ty



 (waning rate of booster shot), [image: image135.png]


 (the daily number of overseas entrants cases), [image: image137.png]


 (timing of the overseas entrants cases start to arrive), [image: image139.png]T



 (severity reduction effect by antiviral drugs), and [image: image141.png]


 (timing of the antiviral drugs initiation). Since there are 27 values of [image: image143.png]


, we multiplied a single multiplication factor which ranged from 0.9 to 1.1 (mean: 1) to the estimated [image: image145.png]


, and similarly to the other group-dependent parameters [image: image147.png]
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. To distinguish from the original parameter, the multiplication factor has an asterisk superscript ([image: image151.png]


, [image: image153.png]


, [image: image155.png]


). Model outputs are cumulative confirmed and severe cases. Simulation time started on the 30th day after the initial time of the data-fitting process (September 1, 2021) until 8 weeks after the final date of the data-fitting process (March 31, 2022).

The time dependent PRCC values with respect to the cumulative confirmed and severe cases are displayed in Supplementary Fig. 2A and B, respectively. NPIs related reduction rate [image: image157.png]


 and infectious period [image: image159.png]1/a



 have the most significant effect on both the cumulative confirmed and severe cases. Obviously, because antiviral drug’s severity reduction does not affect the number of cases, [image: image161.png]
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 did not appear to be sensitive to the number of confirmed cases but have significant effects on the severe cases as simulation time goes to the endpoint. The timing of the arrival of the Omicron variant [image: image165.png]


 showed a steep change near the end of the simulation, but the PRCC values of [image: image167.png]


 with respect to severe cases did not change as much as those for the confirmed cases because of the relatively low severity of Omicron compared to the Delta variant.

