Supplementary Table 1. Model performance with Microsoft's auto-transcribed test dataset

	Model
	Recall
	Precision
	F1-score
	AUROC
	P valueb

	KTAS classifier

	BERT-KTAS
	0.56 (0.48–0.64)
	0.59 (0.51–0.68)
	0.58 (0.50–0.66)
	0.71 (0.64–0.78)
	

	SVM
	0.66 (0.59–0.73)
	0.64 (0.56–0.72)
	0.66 (0.58–0.72)
	0.83 (0.78–0.88)
	0.005

	K-NN
	0.70 (0.63–0.77)
	0.69 (0.62–0.76)
	0.70 (0.63–0.77)
	0.88 (0.84–0.92)
	< 0.001

	RF
	0.65 (0.58–0.73)
	0.65 (0.57–0.72)
	0.65 (0.57–0.73)
	0.83 (0.78–0.87)
	0.002

	Symptom classifier

	BERT-KTAS
	0.77 (0.71–0.82)
	0.84 (0.69–0.91)
	0.80 (0.72–0.86)
	0.95 (0.92–0.97)
	

	SVM
	0.87 (0.80–0.92)
	0.87 (0.8–0.92)
	0.87 (0.81–0.92)
	0.98 (0.95–1.00)
	0.009

	K-NN
	0.85 (0.79–0.91)
	0.85 (0.79–0.91)
	0.85 (0.79–0.91)
	0.98 (0.95–0.99)
	< 0.001

	RF
	0.87 (0.81–0.93)
	0.88 (0.82–0.94)
	0.88 (0.82–0.94)
	0.99 (0.98–1.00)
	0.009


BERT = Bidirectional Encoder Representations from Transformers, KTAS = Korean Triage and Acuity System, SVM = support vector machine, K-NN = k-nearest neighbors, RF = random forest, AUROC = area under the receiver operating characteristic curve.
aAll performances are shown as mean (95% confidence interval); bP value < 0.05 were considered statistically significant and derived from the Delong's test.
