Supplementary Method 2. Training process of benchmark machine learning (ML)
First, we converted each transcribed data was converted into a 100-dimensional numeric vector through maximal chi-square statistics and BM25 weighting. The words for Korean Triage and Acuity Scale (KTAS) classification and symptom classification were selected separately. Then, we developed models for classifying KTAS and symptoms, respectively. These models receive 100-dimensional embedding data and perform multi-class classification. We found optimal hyperparameters that maximize area under the receiver operating characteristic curve (AUROC) through 5-fold cross-validation and grid search function in Scikit-learn package (https://scikit-learn.org/stable/modules/generated/sklearn.model_selection.GridSearchCV.html?highlight=gridsearchcv#sklearn.model_selection.GridSearchCV) on training data (80%). Then, the performance was evaluated from the test data (20%). ML's hyperparameter optimization was done in parallel computation using the Python module's Locky backend (https://joblib.readthedocs.io/en/latest/). The below table shows the tested hyperparameter's grid and the optimal hyperparameters of the ML models.

	Model
	Hyperparameter grid
	Optimized hyperparameters

	KTAS

	SVM
	{C: [1e-2–1e2], Kernel: [gaussian, sigmoid], Gamma: [‘scale’, ’auto’, 0.1, 1, 10]}
	{C: [1.27], Kernel: [gaussian], Gamma: [‘scale’]}

	RF
	{number of decision trees: [100, 200, 400, 700, 1,000], maximum depth of decision tree: [4, 6, 8, 10, 12], minimum samples for node splitting: [5, 10, 30, 50, 70, 100], minimum samples in leaf node: [5, 10, 30, 50, 70, 100]}
	{n number of decision trees: [1,000], maximum depth of decision: [10], minimum samples for node splitting: [5], minimum samples in leaf node: [5]}

	KNN
	{number of neighbors: [2-20], weights: [uniform, distance]}
	{number of neighbors: [20], weights: [distance]}

	Symptom

	SVM
	{C: [1e-2–1e2], Kernel: [gaussian, sigmoid], Gamma: [‘scale’, ’auto’, 0.1, 1, 10]}
	C: [2.01], Kernel: [gaussian], Gamma: [‘auto’]}

	RF
	{number of decision trees: [100, 200, 400, 700, 1,000], maximum depth of decision tree: [4, 6, 8, 10, 12], minimum samples for node splitting: [5, 10, 30, 50, 70, 100], minimum samples in leaf node: [5, 10, 30, 50, 70, 100]}
	{number of decision trees: [1,000], maximum depth of decision tree: [12], minimum samples for node splitting: [5], minimum samples in leaf node: [5]}

	KNN
	{number of neighbors: [2–20], weights: [uniform, distance]}
	number of neighbors: [16], weights: [distance]}


KTAS = Korean Triage and Acuity System, SVM = support vector machine, RF = random forest, KNN = k-nearest neighbors.
