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Objectives: Although medical artificial intelligence (AI) systems that assist healthcare professionals in critical care settings 
are expected to improve healthcare, skepticism exists regarding whether their potential has been fully actualized. Therefore, 
we aimed to conduct a qualitative study with physicians and nurses to understand their needs, expectations, and concerns re-
garding medical AI; explore their expected responses to recommendations by medical AI that contradicted their judgments; 
and derive strategies to implement medical AI in practice successfully. Methods: Semi-structured interviews were conducted 
with 15 healthcare professionals working in the emergency room and intensive care unit in a tertiary teaching hospital in 
Seoul. The data were interpreted using summative content analysis. In total, 26 medical AI topics were extracted from the in-
terviews. Eight were related to treatment recommendation, seven were related to diagnosis prediction, and seven were related 
to process improvement. Results: While the participants expressed expectations that medical AI could enhance their pa-
tients’ outcomes, increase work efficiency, and reduce hospital operating costs, they also mentioned concerns regarding dis-
tortions in the workflow, deskilling, alert fatigue, and unsophisticated algorithms. If medical AI decisions contradicted their 
judgment, most participants would consult other medical staff and thereafter reconsider their initial judgment. Conclusions: 
Healthcare professionals wanted to use medical AI in practice and emphasized that artificial intelligence systems should be 
trustworthy from the standpoint of healthcare professionals. They also highlighted the importance of alert fatigue manage-
ment and the integration of AI systems into the workflow.
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I. Introduction

The usefulness of artificial intelligence (AI) has been dem-
onstrated in diverse industries [1,2]. AI has garnered atten-
tion in the medical field as a technology that promises im-
provements in efficiency, quality, and costs [3]. In particular, 
strategies to expand Electronic Medical Records (EMRs) [4] 
and the movement to comply with health data standardiza-
tion [5,6] have increased the volume of quantitative data. 
This has launched the rapid progression of AI in medicine 
[7,8]. Consequently, there have been noteworthy outcomes, 
particularly in image data reading in dermatology, pathol-
ogy, and radiology [9,10].
	 Patients admitted to critical care settings, such as the emer-
gency room (ER) and intensive care unit (ICU), have high 
levels of urgency, severity, and complexity. Making an ac-
curate diagnosis promptly and providing appropriate treat-
ment are crucial for a favorable prognosis [11,12]. Accord-
ingly, healthcare professionals working in these settings are 
uniquely positioned as they must make accurate decisions 
instantly [13]. Researchers in critical care fields have focused 
on predicting diagnoses and prognoses, recommending 
treatments, and performing triage [14,15].
	 Although medical AI systems are expected to enhance 
healthcare, whether their potential has been fully actualized 
is unclear. Studies have found that healthcare professionals 
believe that AI can improve healthcare and positively affect 
clinical performance [16]. Conversely, given that health in-
formation technology requires a fundamental change among 
stakeholders and in the surrounding environment, clinical 
decision support system (CDSS) researchers have closely ex-
amined the after-effects of the implementation of medical AI 
systems [17]. AI does not seem to have successfully become 
part of clinical practice, and studies have reported various 
unintended consequences of many CDSSs. These include 
patient safety threats [18], burnout with electronic health 
records [19,20], and alert fatigue [21,22].
	 Accordingly, we conducted a qualitative study among phy-
sicians and nurses working in a hospital’s ER and ICU to ad-
dress the following objectives: (1) to understand the needs, 
expectations, and concerns of healthcare professionals re-
lated to medical AI in critical care settings; (2) to explore the 
anticipated responses of an AI system if it were to provide 
advice or recommendations contradicting a healthcare pro-
fessional’s medical judgment; and (3) to derive strategies to 
help successfully apply medical AI in critical care settings, 
using insights from healthcare professionals.

II. Methods

1. Participants
The study was conducted at a 2,000-bed tertiary teaching 
hospital in Seoul. Eight physicians and seven nurses working 
in the ER and ICU were recruited via convenience sampling. 
Eight participants worked in the ER, and seven worked in 
the ICU. The participants’ mean age was 35 years, and 73.3% 
were women. On average, the participants had 10.2 years of 
healthcare experience. Five participants could explain medi-
cal AI conceptually, and four could explain it by referring to 
appropriate example cases. The participants’ characteristics 
are presented in Table 1. 
	 One of the first authors, JY—who conducted all the inter-
views—is an informatician with 5 years of experience as a 
critical care nurse in the emergency department and cardiac 
intensive care unit. The other first author, SH, is a graduate 
student majoring in digital health and has experience in the 
cardiac intensive care unit and quality control section of the 
study’s site. Both researchers participated in seminars and 
workshops on qualitative research before conducting this re-
search. The co-author, WH, is a professor in the Department 
of Industrial Information System Engineering, and teaches 
the “HCI Research Methodology” course, which primar-
ily deals with qualitative research methods and analysis for 
graduate students. He has also published papers on studies 
that utilized qualitative research methods. The correspond-
ing author, WCC, is a faculty member in the Department of 
Emergency Medicine and Digital Health.

2. Data Collection
1) Semi-structured interview
Before the main study, a pilot study was conducted with 
an ER physician and an ICU nurse to finalize the semi-
structured interview questionnaire (Table 2). The pilot 
study interviews were not included in the overall results. 
We focused on (1) clinical challenges that may be solved by 
introducing medical AI; (2) outcome predictions and data 
that may be used to make them; (3) the impact of medical 
AI implementation on patients, healthcare professionals, and 
the hospital; (4) the anticipated challenges in using medical 
AI in practice; (5) anticipated responses if AI reached a con-
clusion contradictory to the participants’ judgment; and (6) 
strategies to successfully apply medical AI in practice.
	 Participants were informed of the study’s purpose, and they 
signed a written consent form. The interviews proceeded in 
an open format, based on semi-structured questions. One 
researcher, who was a clinical informatician and a nurse 
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with 5 years of experience working in the ER and ICU at the 
target hospital, conducted all the interviews. All interviews 
were audio-recorded, and non-verbal communication was 
manually recorded by a research assistant. Upon completion 
of the interview, the participants were paid an incentive of 
50,000 KRW each (approximately 38 USD).
	 The interviews were conducted in the conference room of 
the study site. The average duration of the interviews was 
approximately 26 minutes per person, not including the 20 
minutes that were taken for the consent acquisition process. 

3. Data Analysis
Once an interview was complete, two research assistants 
iteratively listened to the audio recordings and transcribed 
them, incorporating records of non-verbal communica-
tion into it. The data were interpreted through summative 
content analysis [23]. We employed this method (summa-
tive content analysis) to identify and quantify concepts, 
based on healthcare professionals’ perspectives, that should 
be considered for the successful clinical implementation of 
medical AI. Content analysis is a method that is widely used 
to acquire new insights from documents or written commu-

nications by describing meaningful categories and analyz-
ing patterns. This method consists of three phases: (1) the 
preparation phase (designing the study’s setting and sam-
pling strategy), (2) the organizing phase (concept generation 
and developing structured matrices), and (3) the reporting 
phase (descriptive statistics based on the frequency of the 
concepts). The source data were iteratively read and coded 
by three researchers working independently (including a re-
search assistant) focusing on meaningful words and phrases. 
After the researchers determined the final codes, which were 
the minimal units of analysis, another researcher re-read the 
source interview data to assign each of the final codes. They 
then operationally defined the subcategories and categories 
based on the coding. The frequencies of the keywords were 
counted for each category and subcategory to understand the 
data’s context, and the quantitative results were interpreted. 
	 R version 3.6.1 and the RQDA packages were used for data 
coding, pattern recognition, categorization, and visualiza-
tion.

4. Ethics Approval and Consent to Participate
The study was approved by the Institutional Review Board 

Table 1. Participants’ characteristics

Physician (n = 8) Nurse (n = 7) Total (n = 15)

Age (yr) 34.0 ± 4.9 36.1 ± 9.3 35.0 ± 7.1
Sex, female 4 (50.0) 7 (100) 11 (73.3)
Department
   Emergency department 5 (62.5) 3 (42.9) 8 (53.3)
   Intensive care units 3 (37.5) 4 (57.1) 7 (46.7)
Designation
   Resident 2 (25.0) 2 (13.3)
   Fellow 4 (50.0) 4 (26.7)
   Faculty 2 (25.0) 2 (13.3)
   Staff nurse 2 (28.6) 2 (13.3)
   Charge nurse 3 (42.9) 3 (20.0)
   Head nurse 2 (28.6) 2 (13.3)
Years of experience 7.5 ± 4.3 13.3 ± 9.1 10.2 ± 7.4
Prior knowledge regarding medical AI
   Very high 1 (12.5) 0 (0) 1 (6.7)
   High 3 (37.5) 1 (14.3) 4 (26.7)
   Moderate 2 (25.0) 2 (28.6) 4 (26.7)
   Low 0 (0) 3 (42.9) 3 (20.0)
   Very low 2 (25.0) 1 (14.3) 3 (20.0)
Values are presented as mean ± standard deviation or number (%).
AI: artificial intelligence.
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of Samsung Medical Center (No. 2019-06-107). Participants 
were informed of the study’s purpose, and they signed a 
written consent form.

III. Results

Audio recordings totaling 6 hours, 36 minutes, and 49 sec-
onds were collected from the interviews. These were tran-
scribed into a 139-page document comprising 39,268 words. 

1. Medical AI Topics in the ER and ICU
A total of 26 topics related to AI algorithms were derived 
from the data. These topics were classified on two axes, com-
prising the objectives and procedures. The classifications 
are presented in Table 3. Eight topics were classified under 
treatment recommendations, seven were classified under 
diagnosis prediction, and eight were classified under process 
improvement.

2. Expectations of AI Algorithms
The participants’ responses regarding medical AI systems’ 
potential to enhance healthcare were classified into three 
levels: patient, medical staff, and institution. The participants 
noted that patient safety would increase through fewer com-
plications, thereby improving patient outcomes (Figure 1). 
They also expressed the opinion that medical AI can fulfill 
patients’ right to knowledge and potentially provide patients 
with personalized precision medicine. 
	 “The occurrence of delirium among patients will decrease. 
Patients will experience less pain, and, consequently, hospi-
tal stays and unplanned intubation will also decrease. Since 
additional drugs are administered if delirium occurs, I think 
it will also prevent administering unnecessary drugs.” (ICU 
charge nurse)
	 “It will reduce the time spent pondering the correct diag-
nosis and performing diagnostic procedures or techniques. 
Overall, the greatest advantage would be faster decision-
making.” (Emergency medicine resident) 
	 “It would be good if it rapidly makes an adjustment to find 

Table 2. Semi-structured interview questions

Category Detailed questions

Greetings and  
introduction

Greetings and introduction
Study purpose and written consent form

Initiating questions Where do you see most of your patients?
What types of patients do you treat/provide nursing or medical care for?
Please share your experiences of burdensome tasks that must be repeatedly performed on the job.

Transition questions Have you heard about AI systems that use healthcare data?
Please tell me what you think about medical AI (Depending on the response, briefly describe medical AI 

and/or present examples, as necessary).
Core questions If medical AI is introduced into your job, what problems would you want it to solve?

(In the case of multiple responses) Of the topics you mentioned, which do you consider the most important?
What should the algorithm predict?
Which factors and variables, if any, do you think will be necessary to predict this?
How many cases with applicable data do you think there are in this hospital?
If the system you suggested will be used in practice, what impact do you think the system will have on 

patients, medical staff, and the hospital overall?
What challenges do you anticipate in introducing the medical AI system in practice?
What do you think you will do if an algorithm reaches a conclusion that contradicts your clinical experi-

ence or judgment?
If you have a choice, do you intend to use the AI system you mentioned earlier in practice?
What strategies do you think would be needed to introduce the algorithm in practice successfully?

Closing questions Do you have anything further you would like to mention regarding medical AI?
Please summarize your perspective on AI that you have discussed thus far in one sentence by using the 

following phrase: “The algorithm should solve the problem of ( ) based on ( ) data.”
Interview ends

AI: artificial intelligence.
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the optimal values if the respirator settings are off.” (Pulm-
onology fellow)
	 Most participants stated that medical AI would also benefit 
medical staff (Figure 2) and that it would reduce their work-
load by reducing the decision-making time and managing 
tasks that must be repeatedly performed. This would allow 
them to concentrate on other essential tasks and, thus, en-
hance their work efficiency. Additionally, they mentioned 
the psychological effects resulting from the decreased bur-
den and emotional labor by delegating monitoring work to 
medical AI. A few participants expressed that trust between 
doctors and nurses may increase through the solidification 
of a communication channel. 
	 “Since managers’ workloads will drastically reduce, they 
can focus on other details. They could afford to allocate 
time to quality improvement, human resource management, 
or consultations. Since nurses’ workload tends to increase 
steadily, it would be nice if AI could assist with this.” (ER 
head nurse)
	 “Selecting appropriate empirical antibiotics requires much 

attention from a doctor. If such a program is developed, it 
would greatly lessen the time infectious disease specialists 
spend on simple tasks, like determining how many antibi-
otics individual patients currently take. They could spend 
more time on research or nosocomial infection manage-
ment.” (Infectious disease associate)
	 Further, the participants thought that medical AI algo-
rithms might help with hospital management (Figure 3) and 
that medical AI has the potential to reduce medical malprac-
tice disputes, labor costs, and unnecessary procedures and 
treatments. They believed that the resulting cost reductions 
would promote financial gain and contribute to improving 
direct profit through an increase in the bed occupancy rate. 
They also stated that improved healthcare quality resulting 
from the use of medical AI would, in turn, increase satisfac-
tion among their patients and their families and thereby 
enhance the hospital’s image. They expected improved work 
processes to initiate attendant effects, such as resolving over-
crowdedness and increasing departmental efficiency.
	 “I think malpractice suits may be reduced because the 

Improvement of
patient safety

Improvement of
patient outcome

Improvement of
timely treatment

Psychological
effect
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Quality of life
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Decrease in waiting time
Precision medicine
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Figure 1. ‌�Critical care providers’ ex-
pectations regarding AI’s 
impact on patients. AI: arti-
ficial intelligence.
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Figure 2. ‌�Critical care providers’ expectations regarding AI’s im-
pact on caregivers. AI: artificial intelligence.
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Figure 3. ‌�Critical care providers’ expectations regarding AI’s im-
pact on institutions. AI: artificial intelligence.
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unanticipated worsening of patient status would occur less 
often.” (Critical care medicine faculty)
	 “Administering one or two preventive drugs could prevent 
complications with blood transfusion. If a complication oc-
curs, we are charged for the cost of the many treatments giv-
en to the patient. There would be savings in areas like these.” 
(ER staff nurse)
	 “In the ER, how long it takes to refer a patient to another 
department varies daily depending on how crowded the ER 
is. It takes three to six hours and often longer. During this 
time, continuing to manage the patient and holding them for 
a single decision to be made leaves very little room to care 
for new patients.” (Emergency medicine faculty)

3. Concerns over AI Algorithms
The participants also expressed concerns regarding medical 
AI (Figure 4). They were primarily concerned about distor-
tions in the workflow, such as additional work required to 
execute the algorithms and the possibility that healthcare 
professionals’ right to treat patients autonomously may be 
limited. Additional concerns included an overdependence 
on algorithms, which could cause deskilling among less ex-
perienced health professionals, alert fatigue desensitizing of 
medical staff to alerts, and AI’s lack of ability to incorporate 
information that is not in the EMR. The participants argued 
that discourse would be needed to determine who would 
be accountable if a patient’s status worsened after a medical 
decision was made following the guidance of a medical AI 
algorithm. A few participants mentioned concerns about AI 
damaging the rapport between patients and medical staff 
due to distortions in the workflow.
	 “If we follow the algorithm, we may have to measure blood 
glucose every hour, whereas previously it was measured four 
times. The workload would overwhelmingly increase. It’s not 
like AI can even take blood, either. Hence, people are not 
willing to use the currently implemented CDSS for blood 

glucose control.” (Intensive care medicine fellow)
	 “In medical decision-making, wouldn’t it be difficult for 
the algorithms to consider the information that medical staff 
members share only in conversation, minor information that 
did not get saved in the EMR, or emotional information?” 
(Emergency medicine resident)

4. �Expected Responses in the Presence of a Decision that 
Conflicts with Medical AI

Various opinions were expressed regarding the expected re-
sponses if a decision recommended by medical AI was con-
trary to the participants’ judgment. Most participants stated 
that they would consult with another healthcare professional 
for a second opinion. The subsequent most frequent response 
was that they would reconsider their initial opinion. Com-
pared to participants who were supervised by other health-
care professionals (residents and staff nurses), those making 
self-directed decisions (faculty members, associates, head 
nurses, and charge nurses) more frequently stated that they 
would review or reconsider their opinion, rather than move 
forward with the decision. In particular, drawing on the fact 
that medical AI algorithms make decisions based only on the 
variables included in the training datasets, these participants 
expressed that they would use more information to make 
informed decisions.
	 “AI is not 100% accurate, but it has a larger volume of data 
than I do, doesn’t it? My clinical judgment is based on my 
5-year clinical experience, so if an algorithm suggests an op-
tion conflicting with my judgment, I will seek the opinions 
of other medical staff members and decide to prevent com-
plications as entirely as possible.” (ER nurse)
	 “I believe I would need to consult an expert in the field.” 
(Intensive care medicine fellow)
	 “I would need to make the final decision after taking into 
account the variables not included in the EMR.” (Emergency 
medicine resident)
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input variables
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Figure 4. ‌�Critical care providers’ con-
cerns regarding the impact 
of medical AI (artificial in-
telligence).
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	 “I don’t think algorithms compete with me. It will be a 
situation where I need to think, ‘This is different from what 
I know. What is causing the difference?’ and investigate it.” 
(ICU charge nurse)
	 “People are the gold standard.” (ER charge nurse)
	 “It may be different depending on the level of experience. 
Doctors with a lot of experience will go ahead with their de-
cisions, and those who do not trust themselves will rely on 
the algorithm.” (Emergency medicine resident)

5. �Strategies for Successful Clinical Implementation of 
Medical AI 

Despite the concerns regarding medical AI algorithms, all 
participants intended to use medical AI-based CDSS. For 
the successful clinical implementation of such systems, 
they suggested enhancing the systems’ accuracy, gradually 
introducing AI systems into practice, and establishing and 
maintaining the trust of healthcare professionals through 
evidence-building (Figure 5). Additionally, they emphasized 
that machine learning should be performed using sufficient 
input variables to develop algorithms and that the training 
datasets should contain absolutely no errors. Conversely, 
the importance of alert fatigue management and integration 
into the workflow was emphasized. Furthermore, legal issues 
about medical decision-making based on algorithms, the re-
alignment of institutional culture to introduce and reinforce 
the use of algorithms, and manageable costs for system inte-
gration and the use of algorithms were mentioned.
	 “I think the use of AI would be terminated if there was no 
difference in outcomes when AI is used versus before, or if 
the outcomes were worse. It seems that AI implementation 
should start with where there will be no harm and be gradu-
ally increased if it is reasonably effective.” (ER staff nurse)
	 “Data can have errors, and it is necessary to locate such er-
rors.” (ICU head nurse)

	 “People working at hospitals, particularly nurses, feel bur-
dened by doing something new. If what has been followed 
a certain way is changed even slightly, the first reaction is 
sometimes resistance. Out of 10, two to three will strongly 
resist.” (ER head nurse)
	 “AI can help in areas like decision-making, but if it is ex-
pensive to purchase or maintain the programs, there is no 
reason why humans cannot do the work instead of AI.” 
(Emergency medicine fellow)

IV. Discussion

1. Principal Results
This study was conducted with healthcare professionals 
working in an acute care setting to understand their needs, 
expectations, and concerns regarding medical AI. We also 
aimed to explore the expected responses to a decision by 
medical AI that contradicted their judgment and derive 
strategies for the successful implementation of medical AI in 
practice. Medical AI has made a series of advances in well-
defined problems based on machine learning by utilizing 
abundant clinical data [10]. However, it has also been chal-
lenging to actualize its influential power in clinical practice 
due to algorithm failures [24].
	 The study confirmed that healthcare professionals in criti-
cal care settings need the help of medical AI in diagnosis, 
treatment, and process improvement. The first step in the 
development and implementation of CDSSs is recognizing 
healthcare professionals’ clinical needs [25]. Machine learn-
ing techniques are perceived as a general-purpose technol-
ogy in many fields, and their scope of implementation has 
been expanded. However, in medicine, the focus of medical 
AI is diagnosis and treatment [15]. ERs and ICUs are unique 
healthcare environments, where diagnoses are made and 
treatment is provided based on patients’ rapidly changing 
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Figure 5. ‌�Strategies for the successful 
clinical implementation of 
medical AI (artificial intel-
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statuses [11,12]. Many topics in this study also pertain to 
diagnosis and treatment. Furthermore, the study confirmed 
critical care healthcare professionals’ need to improve work 
processes as a severe limitation in the available human re-
sources in Korean ERs and ICUs [26,27]. Our findings pres-
ent a starting point to extend the scope of future medical AI 
research and implementation by suggesting various topics 
for AI algorithms to automate and apply in the critical care 
field.
	 Several participants expected medical AI to help them 
perform their jobs more efficiently, while simultaneously 
being concerned that their workload may increase after its 
introduction [24]. The need to perform unnecessary assess-
ments to operate medical AI algorithms, redundant data 
input due to the inability of AI algorithms to automatically 
access information stored in the EMR, and alert fatigue be-
cause of unsophisticated functionality have consistently been 
mentioned as problems both in previous studies [8,28] and 
in this study. These factors cause healthcare professionals to 
regard AI systems as cumbersome and prevent them from 
appreciating the potential gains offered. Therefore, medical 
AI researchers should consider these challenges when de-
signing and implementing AI systems [15,29].
	 The importance of trust in medical AI algorithms in clini-
cal implementation cannot be overlooked. The participants 
emphasized the importance of the volume and quality of 
transparent data and transparency in the overall process, 
including data acquisition and preprocessing [30]. The sys-
tems should be designed such that they can be trusted by 
healthcare professionals to successfully apply medical AI. 
The overall data-related process must be carefully managed, 
recorded, monitored, and evaluated when the systems are 
used in practice.

2. Limitations
As this study was conducted with a convenience sample of 
healthcare professionals working in the ER and ICU of a 
tertiary teaching hospital in Korea, caution should be taken 
not to overinterpret its findings. Further quantitative studies 
are needed to confirm the effect size of each of the categories 
extracted in this study and develop a conceptual model. Fi-
nally, one physician working in the ED participated in both 
the pilot and main interviews.

3. Conclusion
This study confirmed that healthcare professionals in ERs 
and ICUs have high expectations that the introduction of 
medical AI technology will perform a beneficial role in their 

work and benefit their patients. However, they have con-
cerns regarding diverse issues, ranging from fundamental 
problems in machine learning to implementation problems 
and legal, institutional, and ethical issues. The study is sig-
nificant as it presents insights into the expectations and con-
cerns about medical AI among healthcare professionals in 
critical care settings who will use AI algorithms in practice. 
The study also suggests strategies for the successful clinical 
implementation of medical AI.
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