
I. Introduction

Medical records, such as doctor’s notes and nursing records, 
must be checked to ensure the quality of clinical research. It 
is difficult to fully understand patients’ various clinical situ-
ations and decision-making using only the available coded 
information. Clinical documents have a variety of purposes, 
such as recording significant observations or impressions, 
treatment plans or activities related to patient treatment, 
supporting communication and collaboration among medi-
cal staff, justification of payment claims, and use as legal 
records [1]. The unstructured and narrative characteristics 
of clinical documents are an efficient way for medical staff to 
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make decisions. 
	 However, these characteristics present obstacles for data 
recycling, systems integration, model development using 
artificial intelligence (AI), and designing clinical decision 
support systems. Therefore, efforts are being made to extract 
information from clinical documents in a structured form 
for multiple purposes. In particular, as clinical research us-
ing machine learning (ML) and AI is rapidly expanding, 
there is a demand for large-scale clinical data to train these 
models. Because the amount of data required to train an ML 
model is substantial, the task of annotation is large and time-
consuming [2]. Furthermore, due to the sensitivity of clinical 
documents, personal information must be removed for use 
in research. Therefore, a system annotating large-scale data 
is essential to extract information or remove personal infor-
mation.
	 Several clinical document annotation tools have already 
been developed to support the extraction of machine-read-
able data from clinical documents. The previously developed 
Healthcare Data Extraction and Analysis (HEDEA) tool is 
a Python-based tool for extracting structured information 
from various clinical documents [3]. It supports the pro-
cessing of multi-center clinical documents based on regular 
expressions and enables data integration by centrally identi-
fying patients. The annotator designed by Cedeno Moreno 
and Vargas-Lombardo [4] uses natural language processing 
to process words and then maps them to an ontology to in-
fer information. As a text span annotation tool, YEDDA [5] 
emphasizes the manager’s role in improving post-annotation 
data quality, especially in the annotation process. Anafora [6] 
is designed based on a general-purpose cross-platform de-
ployment, which overcomes the limitations of existing local 
applications. Many existing annotation tools [7-9] have been 
developed, each of which has its advantages and disadvan-
tages. 
	 However, in Korea, there has been no application for an-
notating clinical documents in which Korean and English 
could be mixed in different ways. In addition, most existing 
tools are system-dependent, biased toward a specific pur-
pose, or resource-intensive, making it difficult to use them 
for various types of tasks. Therefore, to solve this problem, 
we developed ANNO, a general annotation tool for informa-
tion extraction from bilingual clinical notes.

II. Case Description

1. ANNO System Design
The main purpose of ANNO is to support the tagging of 

words needed by researchers in clinical documents contain-
ing various languages and groups of expressions to create 
a gold standard set of AI-based predictive models using 
methods such as ML and deep learning. In fact, performing 
manual annotation is highly time-consuming and can result 
in many errors. ANNO has been designed with several ma-
jor features to help perform these tasks. First, it was designed 
to have a simple and user-friendly web interface so that hu-
man curators, who are the main users of annotation tools, 
can access it easily. In addition, the type of word or phrase to 
be annotated (“class”) can be freely configured as required by 
the user. A user-created class (attribute) and the correspond-
ing regular expression set (value) can be reused by other us-
ers, thereby reducing the amount of work needed. 
	 To support stable and ongoing annotation work, we de-
signed a function to store word combinations for each class 
and manage them by user accounts. Considering that two 
or more workers cross-validate annotations to correct er-
rors, usually through account management, the color of each 
worker’s tag is different, which enables the annotation results 
of one worker to be easily compared with those of another. 
When a discrepancy occurs, it is highlighted. 
	 In addition, the input file format was designed to use Excel-
formatted files by default, so that the corpus can be set to re-
ceive various text document structures from each institution. 
If the row is a clinical document for each patient and an Ex-
cel file containing the text to be processed is uploaded into 
a column, the operator can set the corresponding corpus as 
the target by entering the column number in which the text 
to be processed exists. For clinical documents with different 
structures at different institutions, ANNO can be used freely 
when manual decisions are made regarding column(s) of the 
Excel file where the text should be parsed. 
	 Because ANNO was developed based on a Docker con-
tainer [10], it can be installed and used stably regardless of 
the operating system. Docker is a set of platforms as a ser-
vice that uses operation system-level virtualization to deliver 
software in packages called containers. By using Docker, the 
deployment and management of programs can be simplified 
by abstracting various programs and execution environ-
ments into containers and providing the same interface. 
	 Finally, ANNO supports UTF-8 (Unicode Transformation 
Format-8 bit) encoding and is designed to enable free anno-
tation of clinical documents in which Korean, English, num-
bers, abbreviations, and special characters are mixed. The 
output of ANNO is an XML (extensible markup language)-
based format, which contains information on the result class 
annotated with the main corpus, the corresponding word, 
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and the start and end positions of the word. This standard-
ized format supports data exchange and broad compatibility. 
For a test run, we used several clinical documents from the 
Seoul National University Hospital (IRB No. H-2001-053-
1093).

2. Defining the Annotation Workflow 
As described above, ANNO is designed such that two or 
more annotators each annotate and compare the results for 
each class. If the results annotated by one annotator overlap 
with another, the color coding of the corresponding word 
or phrase appears differently. When the annotator classi-
fies a specific word found while reading the corpus into the 
corresponding class and updates the regular expression set, 
the corpus is searched using this updated markup set. The 
results are highlighted and displayed in output form. Finally, 
each annotator creates a list of files or documents that he or 
she has reviewed, the regular expression dictionary created 
while reviewing, and the annotated result file. To enable 
cross-checking, we created a third-party annotator review 
scenario. At this time, the third-party reviewer retrieves the 
input file from the regular expression dictionary created by 
two different annotators, checks the intersection, difference, 
and union results of the sets made by two people for each 
corpus, and corrects or accepts them to create the final gold-
standard set (Figure 1). 

1) Functionality architecture
Software development can be challenging. There is a depen-
dency on the operating system environment, several pack-
ages and libraries, and other software components that are 
required for software functionality. Installation, execution, 
and maintenance while keeping the software stack up-to-
date are complex issues. Previously, virtual machines were 
used to solve this problem. However, a problem was that vir-
tual machines used excessive resources of the main machine. 

Although cloud computing can be chosen instead, it can be 
inefficient for very light applications. In addition, within the 
Korean medical community, there are concerns about the 
danger of uploading patients’ personal information to the 
cloud. We built ANNO using Docker to solve this problem. 
With Docker containers, the operating system and applica-
tions are separated and dependencies on other applications 
are removed; therefore, these variables need not be consid-
ered in software development and maintenance. Applications 
can be run stably in different computing environments, and 
rapid development and deployment are possible regardless 
of the development environment. Figure 2 shows the system 
architecture of ANNO developed using Docker.

2) User interface and output
ANNO was designed with a thorough consideration of the 
convenience of the annotators. ANNO is accessed via the 
annotator’s account, and functions such as class definitions 
of what information should be extracted, stopping while an-
notating, and modifying the regular expression set can all be 
performed by the annotator through the web. Individually 
created regular expression sets are private; however, one can 
choose to keep them private or provide access to other users. 
When inputting a file in Excel format, one can select whether 
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to perform operations sequentially from step 1 or annotate 
through random sampling, check through the preview, and 
manually select data to annotate one by one. The user inter-
face and sample data for the first selection step are shown in 
the upper portion of Figure 3. To develop a function that can 
freely annotate words or phrases in various clinical docu-
ments and a function that supports cross-validation between 
human annotators, we extracted data through SUPPREME, 
a clinical data warehouse at Seoul National University Hos-
pital. Five types of clinical documents were used: first visits 

for hospitalization, discharge records, surgery records, out-
patient first visits, and emergency records. After selecting 
a record, if there is an existing regular expression set, the 
operator can either import it and continue the operation or 
create a new set and use it. Annotation results help to assist 
the annotator by color-coding the words found in the origi-
nal document, as shown in the lower panel of Figure 3. The 
found word is highlighted in blue, and the corresponding 
class type is displayed as a colored box. Matching operations 
performed by different annotators are displayed in red. In 

Step 1.
Select a record

Step 2. Select or create
regular expression set

Step 3. Annotate and
update regular expression

Choose files to
annotate or upload.

Select a record to annotate
randomly or directly.

Results of analysis

Figure 3. Interface of ANNO software.

Figure 4. Output format of ANNO.
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Figure 3, we used sample clinical text. 
	 Figure 4 shows the resultant file created after the annota-
tion. This file conforms to the XML standard encoded in 
UTF-8. By arranging the original text and the annotated 
result text together, the predictive model can be verified 
immediately with one file while also performing additional 
tasks, such as employing the use of an AI model. It is also 
possible to check the class of the annotated result using tags, 
the first and last words in a phrase, and the meaning of the 
actual words.
	 To test the performance of ANNO, we annotated some 
clinical documents to detect personal identifiers. Five types 
of personal identifiers (patient name, doctor name, hospital 
name, department name, and location) were annotated using 
ANNO for 1,211 Seoul National University Hospital admis-
sion notes. The input was an Excel file, and the annotation 
result was saved in the XML file format. Fifty-eight of the 
1,211 items were excluded because an error occurred when 
annotating them using ANNO, and the remaining 1,135 
items were annotated successfully. An analysis of the 58 an-
notation errors showed that 29 cases (50.0%) were hospital 
names which were a combination of a local name and a hos-
pital name, 16 cases (27.5%) were department names given 
as an abbreviation in English, nine cases (15.5%) occurred 
when hospital names contained person names, and four cas-
es (6.8%) were other cases. Among the 1,135 hospitalization 
records annotated without error, we identified a total of 145 
hospital names, 136 department names, 173 doctor names, 
31 regional names, and 15 patients’ names, which were suc-
cessfully annotated.

III. Discussion

This paper introduced an annotation system to support the 
development of AI models that can perform annotation for 
each class and operator in free-text clinical documents and 
continuously compare and analyze them. We propose a rule-
based approach to dealing with complex document struc-
tures and the diversity that exists between different organi-
zations, which can be done by inserting a set of keywords or 
making updates as the curators conduct reviews. This system 
allows freely setting classes, as well as sharing of classes and 
regular expression templates belonging to the class, thereby 
efficiently extracting data for each purpose. The input file 
format is an Excel file, which is widely used in hospital re-
search data warehouses. The output file format is a standard-
ized and structured XML file format, which improves ease of 
use. 

	 In addition, the accuracy of the gold standard set construc-
tion could be improved through the color-coding function 
to check mismatches of the annotation results of various cu-
rators to build the gold standard set. Finally, it was possible 
to install all host and client packages in a Docker container 
without any operating system dependencies. In conclusion, 
this system can be used as a useful program for various 
institutions and individual researchers to establish a gold 
standard set for de-identification and information extraction 
of clinical documents, which are increasingly demanded for 
ML and AI model development.
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