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INTRODUCTION

Accurate diagnosis is the cornerstone of good clinical care and 
provides the basis for proper treatment. Meta-analysis is a statisti-
cal technique for combining results from different studies on the 
same topic and is becoming a popular method for resolving dis-
crepancies in diagnostic test accuracy [1,2]. Meta-analysis of stud-
ies examining diagnostic accuracy can provide more precise as-
sessments when small studies addressing the same test and patients 
are available [3]. The small sample sizes and correspondingly in-
adequate statistical strength of these individual studies can be over-
come by combining the results from several studies to increase the 
statistical strength and precision in estimating effects [1]. This tech-

nique examines the discrepancies in the results of different studies 
by addressing inter-study heterogeneity, thus providing a more 
precise measurement of diagnostic test accuracy [4]. Meta-analysis 
of diagnostic tests is considered decisive evidence [5] and is becom-
ing an important tool for understanding diagnostic test accuracy. 

Meta-analysis of diagnostic tests summarizes the accuracy, e.g., 
the sensitivity and specificity, of diagnostic tests [2]. This review 
describes the basic steps in a meta-analysis to evaluate test accura-
cy [6]: 1) describing the results of individual studies, 2) searching 
for heterogeneity, 3) testing for the threshold effect, 4) deciding on 
the model for statistical pooling, 5) dealing with heterogeneity, and 
6) interpreting meta-analysis results of diagnostic tests (Table 1).
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Diagnosis is a critical step in clinical treatment. Meta-analysis is a useful tool for evaluating 
the accuracy of diagnostic tests and can be used to obtain precise accuracy estimates when 
small studies for a given test and subject pool are available. Meta-analysis uses statistical 
techniques to combine and compare data from different studies, thus increasing the power 
of the estimates of diagnostic accuracy in primary research. Meta-analysis of diagnostic tests 
summarizes the accuracy of diagnosis. Therefore, it is necessary for clinicians to understand 
meta-analytical procedures for diagnostic tests. Herein, we describe the basic steps in a 
meta-analysis to evaluate test accuracy: 1) describing the results of individual studies, 2) 
searching for heterogeneity, 3) testing for the threshold effect, 4) deciding on the model 
for statistical pooling, 5) dealing with heterogeneity, and 6) interpreting meta-analysis re-
sults of diagnostic tests. Meta-analysis of diagnostic test accuracy provides useful informa-
tion for clinical practice and for the formulation of questions to be tested in future studies.
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DIAGNOSTIC TEST ACCURACY

Diagnostic test accuracy refers to the ability of a test to distin-
guish between patients with disease and those without. The test 
accuracy may be measured in a number of ways and is commonly 
reported using several statistical parameters: the sensitivity and 
specificity, the positive and negative predictive values (PPV and 
NPV), the positive and negative likelihood ratios (PLR and NLR), 
the diagnostic odds ratio (DOR), or the receiver operating charac-
teristic (ROC) curve [7] (Table 2).

The sensitivity of a test is the probability that the index test re-
sult will be positive in a diseased patient, while the specificity is the 
probability that the index test result will be negative in a non‐dis-
eased patient [6]. The PPV is the probability that a patient with a 
positive test result is diseased, while the NPV is the probability 
that a patient with a negative test result is non‐diseased. The PLR 
describes how many times more likely positive test results are in 
the diseased group compared to the non‐diseased group, while the 
NLR describes how many times less likely negative index test re-
sults are in the diseased group compared to the non‐diseased group. 
The DOR summarizes the diagnostic accuracy of the test with a 
single number that describes how many times higher the odds of 
obtaining a positive result are in a diseased patient relative to a non
‐diseased patient. The ROC curve is obtained by varying the posi-
tivity threshold across all possible values and plotting sensitivity 
(true positive rate) against 1–specificity (false positive rate). The 
summary ROC (sROC) curve is the estimate of an ordinary ROC 
curve adjusted for the study outcomes in the ROC space [6] and 
displays the results of individual studies in ROC space. The area 
under the curve (AUC) and the index Q are useful summaries of 
the curve. The AUC is the probability that a diseased individual 
will have a higher test result than a non‐diseased individual for a 
randomly selected pair of individuals, which is 1 for a perfect test 
and 0.5 for a completely uninformative test. The AUC can also be 
interpreted as the average sensitivity of the test taken over all spec-

ificity values (or, equivalently, as the average specificity over all 
sensitivity values). The Q* index is another useful global estimate 
of test accuracy for comparing sROC curves and is defined at the 
point where sensitivity equals specificity on an sROC curve. A Q* 
value of 1.0 indicates 100% accuracy (i.e., sensitivity and specificity 
of 100%) [8].

METHOD OF META-ANALYSIS OF DIAGNOSTIC TEST 
ACCURACY

A summary of the general process for meta-analysis of diagnos-
tic tests is provided in Table 1. Following the process of meta-anal-
ysis will facilitate implementation and understanding of meta-anal-
ysis. 

1. Describing the results of individual studies

Reporting the main results of all included studies is a crucial part 
of meta-analysis as it indicates the outcome measures and provides 
insight into their heterogeneity [9]. It is important to report pairs 
of outcome measures, i.e., sensitivity and specificity.

2. Searching for heterogeneity

Before statistically combining the data from the included stud-
ies, inter-study heterogeneity must be tested and quantified [10]. 
The heterogeneity test examines the null hypothesis: there are no 
differences between the findings of primary studies. Cochran’s Q 
test is used to determine whether variations between primary stud-
ies represent true differences or are due to chance [11]. Cochran’s 
Q value is calculated by summing the squared deviation of each 

Table 1. Steps for meta-analysis of diagnostic test accuracy

1. Present the results of individual studies
2. Search for the presence of inter-study heterogeneity: Cochran’s Q test, I 2

3. Test for the threshold effect: Spearman’s correlation coefficient
4. Decide which model should be used: Fixed or random effect model
5. Deal with heterogeneity: Subgroup analysis, meta-regression, random  

   effect model
6. Interpret and present meta-analysis results

Table 2. Measurement for diagnostic test accuracies

(A) 2× 2 table of each study

Disease Control

Index test (+) True positive (TP) False positive (FP)
Index test (–) False negative (FN) True negative (TN)

(B) Measurement of diagnostic accuracies

Diagnostic accuracy Measurement

Sensitivity (Sn) TP/(TP+FN)
Specificity (Sp) TN/(TN+FP)
Positive predictive value (PPV) TP/(TP+FP)
Negative predictive value (NPV) TP/(TP+FP)
Positive likelihood ratio (PLR) Sn/(1–Sp)
Negative likelihood ratio (NLR) (1–Sn)/Sp
Diagnostic odds ratio (DOR) (TP/FN)/(FP/TN)
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study’s estimate from the overall estimate and then comparing it 
with the chi-squared distribution for κ–1 degrees of freedom (df), 
where κ is the number of studies [11]. A P value<0.10 (not 0.05) 
indicates the presence of heterogeneity due to the low statistical 
strength of Cochran’s Q test [12]. Another common indicator of 
heterogeneity is the I2 value, which quantifies the effect of hetero-
geneity and does not depend on the number of studies or the type 
of outcome data. I2 values range from 0-100% and represent the 
proportion of inter-study variability that can be attributed to het-
erogeneity rather than chance (I2 =100%×(Q–df)/Q) [13]. I2 val-
ues of 25%, 50%, and 75% are interpreted as low, moderate, and 
high estimates, respectively.

3. Testing for the threshold effect

One of the causes of heterogeneity in diagnostic test studies is 
the threshold effect, which arises when differences in sensitivities 
and specificities occur due to different cut-off points. Different 
studies may use different implicit cut-off points, and variations in 
the diagnostic accuracy may be partly due to variations in cut-off 
points. Spearman’s correlation coefficient between the sensitivity 
and the specificity of all studies can test for the presence of a thresh-
old effect [8], which is suggested by a strong positive correlation.

4. Deciding on the model for statistical pooling

Meta-analysis combines the effect sizes of the included studies 
by weighting the data according to the sample size and variability 
within each study. The choice of statistical method for meta-anal-
ysis depends on the heterogeneity observed in the results [14]. The 
fixed effect model assumes that genetic factors have similar effects 
on disease susceptibility in all the studies and that observed varia-
tions are caused by chance alone [15]. The random effects model 
assumes that different studies exhibit substantial diversity and as-
sesses both intra-study sampling errors and inter-study variances 
[16]. In the absence of heterogeneity, a fixed effects model is used 
for meta-analysis. When a significant Q value (P<0.10) is calcu-
lated, indicating the existence of heterogeneity in the studies, a 
random effects model is applied for meta-analysis. Both models 
offer similar results for homogeneous study groups; however, if 
heterogeneity is present, the random effects model usually provides 
wider confidence intervals than the fixed effects model.

5. Dealing with heterogeneity

It is important to assess the presence of heterogeneity in the stu-

dies included in the meta-analysis and determine the possible causes 
of heterogeneity. Differences can be explained by analyzing study 
subgroups or by meta-regression. Subgroup analysis performs 
meta-analysis based on factors such as the characteristics of the 
study design, and an assessment is made to determine how much 
the design difference affects the test accuracy. Subgroup analysis 
can detect homogeneous subgroups. Meta-regression is a regres-
sion analysis that explores possible factors contributing to hetero-
geneity [4]. The DOR is normally used to measure the accuracy, as 
it is a unitary measure of diagnostic performance that encompass-
es sensitivity and specificity or PLR and NLR [13]. 

6. Interpreting meta-analysis results of diagnostic tests

The main results are commonly presented in a table summariz-
ing the findings. Appropriate interpretations of meta-analysis re-
sults consider the aim of the meta-analysis study and the potential 
role of the index test in clinical practice [6]. It is necessary to ex-
plain the role of the test in practice and the potential consequences 
of a positive or negative test result.

AN EXAMPLE OF A META-ANALYSIS OF DIAGNOSTIC 
TESTS

To evaluate the diagnostic performance of minor salivary gland 
biopsy (MSGB) for patients with primary Sjögren’s syndrome (pSS), 
we performed a meta-analysis on the diagnostic accuracies of 
MSGB for the diagnosis of pSS using published data. Intra- and 
inter-study variations and heterogeneities were assessed by Coch-
ran’s Q statistic. The effect of heterogeneity was quantified by us-
ing I2 from 0-100%, which represents the proportion of inter-study 
variability attributable to heterogeneity rather than to chance [12]. 
We used a random effects model to combine the sensitivity, speci-
ficity, PLR, NLR, and DOR estimates due to heterogeneity, and 
analyzed the sROC curves. The Q* index is another useful global 
estimate of test accuracy for comparing sROC curves. Statistical 
manipulations for this meta-analysis were performed with Meta-
DiSc, version 1.4 (Hospital Universitario Ramon y Cajal, Madrid, 
Spain) [17]. Inter-study heterogeneity observed in a meta-analysis 
indicates variability in results across studies. A threshold effect is 
the most important cause of heterogeneity. Different sensitivities 
and specificities due to various study conditions cause different 
threshold effects. We checked Spearman’s correlation coefficient 
between the logit of sensitivity and the logit of 1-specificity to as-
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sess the presence of a threshold effect. To examine the potential 
sources of heterogeneity observed in the meta-analysis, meta-re-
gression was performed with the following covariates: 1) study 
quality, 2) sample size, 3) study design, and 4) diagnostic criteria. 

The pooled sensitivity and specificity of MSGB were 75.7% (95% 
CI: 72.0-79.1%) and 90.7% (88.1-92.9%), respectively. The PLR, 
NLR, and DOR of MSGB were 9.475 (4.051-22.16), 0.266 (0.208-
0.340), and 38.92 (19.12-72.21), respectively. The AUC of MSGB 
was 0.902, and the Q* index was 0.833, indicating a high diagnostic 
accuracy. A Spearman’s rank correlation test showed no evidence 
of a threshold effect (Spearman’s correlation coefficient= 0.2674; 
P= 0.488). Meta-regression showed that study quality, sample size, 
study design, and diagnostic criteria were not significant sources 
of heterogeneity in the meta-analysis. The meta-analysis of diag-
nostic tests demonstrates that MSGB has a high diagnostic accu-
racy and plays an important role in the diagnosis of pSS [18]. 

CONCLUSION

Diagnosis is a critical component of clinical treatment, and it is 
therefore necessary for clinicians to understand meta-analysis of 
diagnostic tests. Meta-analysis is a useful tool for assessing research 
on diagnostic tests by combining data from multiple studies using 
statistical techniques, thus increasing the statistical power of the 
evaluations of diagnostic accuracy in the primary research. Meta-
analysis of diagnostic test accuracy provides information that is 
useful for clinical practice and for the formulation of questions to 
be tested in future studies.

AUTHORS’ DISCLOSURES OF POTENTIAL CONFLICTS 
OF INTEREST

The authors have no financial or non-financial conflict of inter-
est to declare.

ACKNOWLEDGEMENT

This research received no specific grant from any funding agen-
cy in the public, commercial, or not-for-profit sectors.

REFERENCES

1.	 Gotzsche PC. Why we need a broad perspective on meta-analysis. It may 
be crucially important for patients. BMJ 2000;321:585-6.

2.	 Irwig L, Macaskill P, Glasziou P, Fahey M. Meta-analytic methods for di-
agnostic test accuracy. Journal of clinical epidemiology 1995;48:119-30.

3.	 Egger M, Smith GD, Phillips AN. Meta-analysis: principles and proce-
dures. BMJ 1997;315:1533.

4.	 Thompson SG, Higgins JP. How should meta-regression analyses be un-
dertaken and interpreted? Stat Med 2002;21:1559-73.

5.	 Yuan Y, Hunt RH. Systematic reviews: the good, the bad, and the ugly. Am 
J Gastroenterol 2009;104:1086-92.

6.	 Deeks J, Bossuyt P, Gatsonis C. Cochrane handbook for systematic re-
views of diagnostic test accuracy version 1.0. 0. The Cochrane Collabora-
tion 2009.

7.	 Leeflang MM. Systematic reviews and meta‐analyses of diagnostic test 
accuracy. Clinical Microbiology and Infection 2014;20:105-13.

8.	 Moses LE, Shapiro D, Littenberg B. Combining independent studies of a 
diagnostic test into a summary ROC curve: data‐analytic approaches and 
some additional considerations. Stat Med 1993;12:1293-316.

9.	 Devillé WL, Buntinx F, Bouter LM, Montori VM, De Vet HC, Van der 
Windt DA, et al. Conducting systematic reviews of diagnostic studies: di-
dactic guidelines. BMC Med Res Methodo 2002;2:9.

10.	 Trikalinos TA, Salanti G, Zintzaras E, Ioannidis JP. Meta-analysis meth-
ods. Adv Genet 2008;60:311-34.

11.	 Whitehead A, Whitehead J. A general parametric approach to the meta-
analysis of randomized clinical trials. Stat Med 1991;10:1665-77.

12.	 Munafò MR, Flint J. Meta-analysis of genetic association studies. Trends 
Genet 2004;20:439-44.

13.	 Higgins JP, Thompson SG. Quantifying heterogeneity in a meta-analysis. 
Stat Med 2002;21:1539-58.

14.	 Deeks JJ. Systematic reviews of evaluations of diagnostic and screening 
tests. BMJ 2001;323:157-62.

15.	 Davey Smith G, Egger M. Meta-analyses of randomised controlled trials. 
Lancet 1997;350:1182.

16.	 DerSimonian R, Laird N. Meta-analysis in clinical trials. Control Clin 
Trials 1986;7:177-88.

17.	 Zamora J, Abraira V, Muriel A, Khan K, Coomarasamy A. Meta-DiSc: a 
software for meta-analysis of test accuracy data. BMC Med Res Method-
ol 2006;6:31.

18.	 Song GG, Lee YH. Diagnostic accuracies of sialography and salivary ul-
trasonography in Sjogren’s syndrome patients: a meta-analysis. Clin Exp 
Rheumatol 2014;32:516-22.


