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Globally, the number of people with diabetes mellitus has quadrupled in the past three decades, and approximately one in 11 
adults worldwide have diabetes mellitus. Since both microvascular and macrovascular diseases in patients with diabetes predis-
pose them to a lower quality of life as well as higher rates of mortality, managing blood glucose levels is of clinical relevance in dia-
betes care. Many classes of antihyperglycemic drugs are currently approved to treat hyperglycemia in patients with type 2 diabetes 
mellitus, with several new drugs having been developed during the last decade. Diabetes-related complications have been reduced 
substantially worldwide. Prioritization of therapeutic agents varies according to national guidelines. However, since the character-
istics of participants in clinical trials differ from patients in actual clinical practice, it is difficult to apply the results of such trials to 
clinical practice. Machine learning approaches became highly topical issues in medicine along with rapid technological innova-
tions in the fields of information and communication in the 1990s. However, adopting these technologies to support decision-
making regarding drug treatment strategies for diabetes care has been slow. This review summarizes data from recent studies on 
the choice of drugs for type 2 diabetes mellitus focusing on machine learning approaches.
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INTRODUCTION

Globally, the number of people with diabetes mellitus has qua-
drupled in the past three decades, and approximately one in 11 
adults worldwide now have diabetes mellitus [1]. Since both 
micro- and macrovascular diseases reduce the quality of life, 
avoiding micro/macro diabetes complications is clinically rele-
vant [2]. Although comprehensive and intensive management 
of multiple cardiovascular risk factors in type 2 diabetes melli-
tus patients is recommended to reduce the risk of micro- and 
macrovascular disease events [3-8], a considerable number of 
patients still develop those conditions even under intensive 
management [9,10]. Multiple classes of antihyperglycemic 
drugs are currently approved for treatment of hyperglycemia 
in patients with type 2 diabetes mellitus [11], and diabetes-re-
lated complications have been reduced substantially world-

wide [8,12]. However, along with early detection of such com-
plications, the choice of drugs for initial treatment remains im-
portant. In addition, it is important to prevent hypoglycemia 
in clinical settings since severe hypoglycemia can provoke ad-
verse cardiovascular outcomes such as myocardial ischemia or 
cardiac arrhythmia [13]. Machine learning, which is a type of 
artificial intelligence, can detect patterns and formulate deci-
sion rules from data and has been used in clinical practice [14-
16]. So far, more than 100 medical devices using machine 
learning have been approved in the USA and Europe [17,18]. 
However, adopting these technologies to support decision-
making with regard to drug treatment strategies for diabetes 
care has been slow. This review summarizes data from recent 
clinical studies using machine learning in the field of diabetes 
care focusing on decisions on the prescription of antihypergly-
cemic drugs.
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ARTIFICIAL INTELLIGENCE AND MACHINE 
LEARNING

No clear definition of artificial intelligence has been estab-
lished. Artificial intelligence is considered as a theory and re-
quires the development of computer systems able to perform 
tasks or obtain information normally requiring human intelli-
gence, such as visual perception, speech recognition, decision-
making, and translation of languages. The first boom in artifi-
cial intelligence was in the late 1950s and the 1960s, and the 
second occurred in the 1980s, but during those periods there 
was no obvious increase in the number of medical papers re-
porting the use of artificial intelligence in PubMed, which is a 
free resource for searching and retrieving biomedical and life 
sciences literature (Fig. 1). In other words, during that time it 
was difficult to apply the technology to the medical field. How-
ever, rapid innovations in information and communications 
technology in the 1990s led to real-time processing and analy-
sis of large amounts of data, and the third artificial intelligence 
boom took place in the early 2000s with the advent of deep 
learning. This led to a dramatic increase in the number of 
medical papers involving the use of this technology (Fig. 1). 
The number of papers that reported or discussed the use of ar-

tificial intelligence and machine learning in relation to diabetes 
reached 700 in 2021. Initially, artificial intelligence was intro-
duced in the field of diagnostic imaging such as diabetic reti-
nopathy and cancer, followed by its deployment in the fields of 
diagnosis and treatment. Machine learning, which is a subset 
of artificial intelligence and can learn patterns and decision 
rules from data [19-22], has been used in clinical practice. Ap-
plications of machine learning for the early detection of dia-
betic retinopathy and cancer, for which clear-cut diagnostic 
gold standards exist, have been evaluated [14,23-29]. In fact, 
the use of artificial intelligence-based medical devices could be 
of value in improving the quality of healthcare. There are vari-
ous models for machine learning, including neural networks, 
support vector machines, naive Bayes, random forests, deci-
sion trees, K-Nearest Neighbors, etc. According to a review by 
Abhari et al. [21], support vector machines, artificial neural 
network, naive Bayes, decision tree, and random forest are 
commonly applied in the field of type 2 diabetes mellitus. 
However, some issues involving the nature of the machine 
learning algorithm, which is often referred to as a black box 
model [19-22], could be a barrier to the practice of evidence-
based medicine. Thus far, due to the black box, which cannot 
easily explain the reasons for and background of results learned 

Fig. 1. Trends in the number of publications reporting the use of artificial intelligence or machine learning in the field of diabetes 
mellitus. (A) Artificial intelligence, (B) machine learning.
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by the model, adopting artificial intelligence has been slow in 
some fields that require decisions and treatments to be depen-
dent on evidence-based medicine such as diabetes [19-22]. 
Some models have attempted to solve the problem of this black 
box. For example, heterogeneous mixture learning technology 
is one method to automatically divide original data to increase 
the mining accuracy of patterns, trends, and rules in the data 
[30]. Even when it is difficult to know the number of splits or 
what clues to use for splitting, it is possible to conduct appro-
priate splits at high speed based on characteristics of new 
groups. Thus, this technology is expected to be superior to 
other machine learning models. In the field of diagnostic im-
aging, research is underway to explain the internal structure of 
complex black box machine learning models [31]. Machine 
learning technology has been modified for use in actual clini-
cal practice.

MACHINE LEARNING FOR DIABETES CARE

Use of machine learning for diabetes care has been mainly cat-
egorized into five parts: (1) early detection of diabetic retinop-
athy; (2) insulin treatment support (mainly continuous glucose 
monitoring); (3) patient self-management tools; (4) risk strati-
fication; and (5) decision-making support tools for antihyper-
glycemic drug treatment for clinicians [32-34]. In this review, 
(1) to (4) will be briefly discussed and (5) will be discussed in 
detail.

The first category is automatically identifying diabetic reti-
nopathy from fundus photographs. A meta-analysis showed 
that deep learning algorithms had high sensitivity and specific-
ity for detecting referable diabetic retinopathy from retinal 
fundus photographs [35]. The pooled area under the curve 
(AUC) for diabetic retinopathy was 0.97 (95% confidence in-
terval [CI], 0.95 to 0.98), sensitivity was 0.83 (95% CI, 0.83 to 
0.83), and specificity was 0.92 (95% CI, 0.92 to 0.92). The U.S. 
Food and Drug Administration has already approved some 
technology involving artificial intelligence in medical devices 
which can be used in clinical practice. In fact, more than 100 
artificial intelligence-based medical devices, including those 
devised for diabetic retinopathy, had been approved in the 
USA and Europe by 2020 [17].

 The second category is insulin treatment support. Until the 
present, increasing or decreasing insulin doses were experi-
ence-based decisions by patients and clinicians. Recently, some 
medical instruments have been able to send information ob-

tained by continuous glucose monitoring or self-monitoring 
blood glucose to a cloud server and use artificial intelligence to 
determine or suggest the appropriate insulin dose [22,36]. Ac-
cording to a review by Contreras and Vehi [22], artificial neu-
ral network approaches were the most widely applied. They 
clarified that many studies have already been published on the 
application of artificial intelligence to diabetes in a broad range 
of management domains. A randomized clinical trial revealed 
that use of an automated decision support tool for optimizing 
insulin pump settings was not inferior to intensive insulin ti-
tration provided by physicians from specialized academic dia-
betes centers [36]. On the other hand, severe hypoglycemia is a 
major barrier to achieving tight glycemic control in people 
with type 2 diabetes mellitus as well as type 1 diabetes mellitus. 
Combining machine learning-based decision support systems 
with the abundance of data generated by continuous glucose 
monitoring has the potential to identify hypoglycemia with 
greater accuracy. A recent meta-analysis conducted by Ko-
dama et al. [37] showed that the positive likelihood and nega-
tive likelihood of machine learning algorithms for detecting 
hypoglycemia were 4.05 and 0.26, respectively. These estimates 
were almost unchanged throughout several sensitivity analyses 
limited to people with type 1 diabetes mellitus, suggesting that 
the current machine learning algorithms still had insufficient 
ability to detect hypoglycemia [37]. It is expected that im-
proved machine learning methods will support the prevention 
of hypoglycemia.

The third category is patient self-management tools. Self-
management is the key to the treatment of type 2 diabetes mel-
litus. Artificial intelligence technologies, such as web-based 
programs and mobile phone and smartphone applications, to 
support nutrition and physical activity behaviors in the context 
of diabetes self-management have been reported [38]. In peo-
ple with type 1 diabetes mellitus, both the Guardian Connect 
with an Enlite sensor (Medtronic, Northridge, CA, USA) and 
the first-generation Freestyle Libre System (Abbott Diabetes 
Care, Witney, UK) devices are easy to use, educational, and 
useful in improving glycemic control [39]. A review by 
Krakauer et al. [40] showed that patients with type 2 diabetes 
mellitus who used a flash glucose monitoring system might 
expect to achieve a significant improvement in glycosylated 
hemoglobin (HbA1c) and glycemic parameters and several as-
sociated benefits. Also, a meta-analysis showed that starting 
the Freestyle Libre System as part of diabetes care resulted in a 
significant and sustained reduction in HbA1c for patients with 
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type 2 diabetes mellitus [41]. These reports indicate that ma-
chine learning is widely used for self-management in clinical 
practice.

The fourth category is risk stratification. The use of machine 
learning to predict diabetes has been investigated. In a review 
by Nomura et al. [34], the accuracy of predictions of new onset 
diabetes within 1 to 5 years was around 0.71 to 0.87 for the 
AUC using random forest [42,43], logistic regression [44], and 
gradient boosting [29,43,45-47]. These values do not signifi-
cantly exceed the results of conventional logistic regression 
analysis. However, the predictive ability may be improved by 
expanding the amount of data and incorporating psychologi-
cal and social data in the future.

Fifth is a decision-making support tool for clinicians consid-
ering drug therapy. The choice of medication should depend 
on individual patient factors while strictly adhering to clinical 
guidelines [48]. However, approximately 35% to 40% of pa-
tients worldwide initiating the use of an oral antihyperglyce-
mic drugs did not receive the recommended initial therapy 

[49-51]. Table 1 summarizes studies of the predictability of the 
use of antihyperglycemic medications using artificial intelli-
gence [52-57]. Liu et al. [52] investigated prescriptions in 82 
patients and reported that 80.2% of recommendations gener-
ated from guidelines coincided with the medication classes 
(metformin, insulin secretagogues or α-glucosidase inhibitors, 
thiazolidinediones, dipeptidyl peptidase-4 inhibitors [DPP-
4I], insulin) from their real prescriptions by K-Nearest Neigh-
bors. Wright et al. [53] evaluated sequential pattern mining of 
data on 161,497 patients and identified temporal relationships 
between medications ranging from 89.1% to 90.5% at the drug 
class level (α-glucosidase inhibitor, amylin analog, biguanide, 
bromocriptine, DPP-4I, glucagon-like peptide-1 receptor ago-
nists [GLP-1RA], insulin, meglitinide, peroxisome prolifera-
tor-activated receptor γ [PPARγ] agonist, sulfonylurea). Mei et 
al. [54] proposed “Deep Diabetologist” using a recurrent neu-
ral network and a hierarchical recurrent neural network for 
electronic health records sequential data modeling to provide 
personalized predictions of antihyperglycemic medications 

Table 1. Summary of studies that investigated the predictability of the use of antihyperglycemic medications using artificial intel-
ligence

Study Country No. of 
participants Type of drugs Algorithms Validation 

methods Results

Liu et al. 
(2013) [52]

China 82 Metformin, insulin secretagogues or 
α-glucosidase inhibitors,  
thiazolidinediones, DPP-4I, insulin

K-Nearest Neighbor ND 80.2% match with 
real prescriptions

Wright et al. 
(2015) [53]

USA 161,497 α-Glucosidase inhibitor, amylin  
analog, biguanide, bromocriptine, DPP-4I, 
GLP-1RA, insulin, meglitinide, PPARγ  
agonist, sulfonylurea

CSPADE algorithms 10-Fold cross  
validation

89.1%–90.5% at the 
drug class level 

Mei et al. 
(2017) [54]

China 21,796 Biguanide, sulfonylurea, glinides,  
thiazolidinediones, a-glucosidase  
inhibitors, DPP-4I, insulin

Recurrent Neural 
Network

Trained on 80% 
of the cohort 
and validated 
on 10%

AUC 0.91–0.94

Tarumi et al. 
(2021) [55]

USA 27,904 Metformin, sulfonylurea, DPP-4I, SGLT2I, 
thiazolidinediones, GLP-1RA, long-acting 
insulin

Gradient Boosting 
Tree, Treatment 
Pathway Graph-
based Estimation, 
Random Forest

5-Fold cross  
validation

ND

Fujihara et al. 
(2021) [56]

Japan 4,567 Insulin Neural Network 5-Fold cross  
validation

AUC 0.67–0.74

Singla et al. 
(2022) [57]

India 4,974 Metformin, sulfonylurea, DPP-4I, SGLT2I, 
thiazolidinediones, pre-mix insulin, basal 
insulin

Random forest  
algorithms

ND Accuracy  
85%–99.4%

DPP-4I, dipeptidyl peptidase-4 inhibitor; ND, not described; GLP1-RA, glucagon-like peptide 1 receptor agonist; PPARγ, peroxisome prolifera-
tor-activated receptor γ; CSPADE, sequential pattern discovery using equivalence classes; AUC, area under the curve; SGLT2I, sodium-glucose 
co-transporter-2 inhibitor.
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(biguanide, sulfonylurea, glinides, thiazolidinediones, 
α-glucoidase inhibitors, DPP-4I, insulin) needed based on 
clinical indicators for diabetic patients. Using a cohort of 
21,796 patients from an electronic health records repository in 
China, the AUC for drug classes ranged from 0.91 to 0.94 [54]. 
In Japan, Tarumi et al. [55] investigated a dataset on 27,904 pa-
tients with diabetes focusing on changes in HbA1c levels dur-
ing treatment transition. Artificial intelligence-driven clinical 
decision support systems (treatment pathway graph-based es-
timation) were found to outperform baseline machine learning 
models using gradient boosting tree and random forest meth-
ods. While oral antihyperglycemic agents are indicated for 
many patients with type 2 diabetes mellitus, some patients re-
quire insulin injections in the advanced stages of diabetes. 
Thus, a physician’s misjudgment sometimes results in a hyper-
glycemic coma or another serious condition. Diabetes special-
ists, defined as board-certified diabetologists, can be expected 
to choose antihyperglycemic drugs, including insulin therapy, 
based on their perception of the existence of complex condi-
tions in their patients. We recently elucidated the ability of ma-
chine learning models and determined whether artificial intel-
ligence might assist clinicians in deciding on the initial insulin 
therapy for type 2 diabetes mellitus in clinical practice. We re-
cruited 4,860 participants who received initial monotherapy by 
diabetes specialists [56,58]. We found no superiority of perfor-
mance of machine learning over logistic regression. The AUCs 
for prediction of the need for insulin were 0.89 to 0.90 for lo-
gistic regression and 0.67 to 0.74 for machine learning. How-
ever, the accuracy of machine learning was higher than that by 
general physicians [56]. Although further study is needed be-
fore machine learning-based decision support systems can be 
used for initiation of insulin in clinical practice, these findings 
suggest that machine learning may support such decisions by 
general physicians.

LIMITATIONS OF MACHINE LEARNING

There are several concerns regarding the use of machine learn-
ing in clinical practice. First, a review showed that evidence 
was lacking to support the claim that clinical prediction mod-
els based on machine learning led to better AUCs than those 
based on logistic regression [59]. Stylianou et al. [60] revealed 
that an established logistic regression model performed as well 
as more complex machine learning methods in predictions of 
mortality from burns. Machine learning, represented as neural 

networks, is capable of reproducing human judgments that 
can’t be derived from traditional regression analysis. However, 
the AUC is influenced by specific strong factors, so the advan-
tages of machine learning may not be reflected in the results. 
Thus, further study is needed before using machine learning 
decision support tools in clinical practice since the neural net-
work model lacks explainability. A black box model, system, or 
program that allows visualizing input and output gives no view 
of the processes and workings between input and output. Re-
cently [31], research has been underway to explain the internal 
structure of complex black box machine learning models. 
Thus, it will not be long before explainable artificial intelligence 
can be implemented. Second, many ethical questions remain 
unanswered since there are no absolute criteria for use of each 
antihyperglycemic drug in clinical settings. Third, there is con-
cern over the lack of quality data. For example, consider the 
data used to train an algorithm to predict the suitability of an 
antihyperglycemic drug among Japanese. In that case, the 
model trained on that dataset might be biased in a way that 
produces inaccurate predictions for other ethnicities.

FUTURE PERSPECTIVES

The most common method utilizing machine learning is to 
predict use of the need for prescription drugs based on age, 
sex, body weight, and laboratory values such as those on renal 
and liver function. However, it is possible to build a model that 
suggests personalized treatment strategies by training artificial 
intelligence using natural language. Lyell et al. [18] investigated 
bridging the gap between machine learning algorithms and 
how they are used in clinical practice. They concluded that le-
veraging the benefits of machine learning algorithms to sup-
port clinicians while mitigating risks requires a solid relation-
ship between clinicians and machine learning-based devices 
[18]. Machine learning algorithms provide the diagnosis and 
judgment, but the final decision is left to clinicians. Thus, solid 
relationship between clinicians and machine learning-based 
devices is needed for reducing risk and increasing efficiency. 
Such relationships need to be carefully designed, considering 
how the algorithm will be integrated into the devices. 

 
CONCLUSIONS

This review summarizes data from recent clinical studies using 
machine learning in the field of diabetes care focusing on deci-
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sions on antihyperglycemic drug prescription. Although fur-
ther study is needed before machine learning-based decision 
support systems can be used for drug choices in clinical prac-
tice, there is a possibility that machine learning may support 
such decisions by general physicians. Ultimately, it will be nec-
essary to certify whether the use of artificial intelligence im-
proves patient outcomes. We also need to develop flexible 
practices among clinicians to maintain the quality of care when 
artificial intelligence cannot be used.
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